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Abstract: Hand gestures can be used to control cursors with the Virtual Mouse Using Hand Gesture system, 

which makes use of OpenCV. The gadget records a live video stream using its webcam, which is subsequently 

analysed to identify and follow the user's hand movement in real time. With the help of this technology, hand 

gestures that OpenCV recognises can be converted into on-screen cursor movements. When traditional input 

methods are unfeasible or unavailable, the cursor control comes in handy as it enables users to engage with 

computers or other devices without the need for regular input devices like a mouse or touchpad. The goal of this 

project is to provide users with an easy-to-use interface for things like computer control, gaming, and 

presentations in situations when physical input devices are not readily available or feasible to use.  
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1. Introduction 
The Virtual Mouse Using Hand Gesture system uses OpenCV to provide a solution for hand gesture-

based cursor control, taking a novel approach to human-computer interaction. To enhance accessibility and user 

experience, there has been a greater emphasis on creating alternative input methods in recent years. 

Conventional mouse and touchpad input devices have limitations, particularly in scenarios where users need 

intuitive or hands-free control, like in games, presentations, or assistive technology for the disabled. Using hand 

gestures to operate devices has grown more practical with the advancement of computer vision technologies. 

This study proposes a system that tracks and identifies hand movements in real time using OpenCV, enabling 

users to manipulate the cursor on the screen without the need for hardware input devices. With the use of this 

technology, people can easily and naturally interact with computers or other devices by converting hand motions 

into equivalent cursor movements. The development of such a system opens up new avenues for interaction 

between humans and computers, resulting in a more engaging and adaptable user interface. This essay will 

examine the development, testing, and evaluation of the Virtual Mouse Using Hand Gesture technology in 

addition to discussing its possible uses and future developments.  

The study of the creation, implementation, and maintenance of interactive computer systems for human 

use is known as human-computer interaction, or HCI. It explores human-computer interaction and interface 

design for productive, enjoyable, and efficient user experiences. The goal of HCI is to create user interfaces that 

are easy to use, intuitive, and enjoyable for users. It does this by incorporating a number of ideas, such as 

usability, accessibility, and user experience (UX). Innovation in interface design and interaction tactics to meet 

the diverse needs and preferences of users is a result of the difficulties and opportunities in Human-Computer 

Interaction (HCI) growing with the advancement of technology. The computer vision enables machines to 

perceive, interpret, and comprehend visual stimuli. It covers methods for taking, manipulating, deciphering, and 

evaluating images and videos in order to glean relevant data. For computer vision tasks, OpenCV is one of the 

most widely used and well-liked libraries. Many tools and methods for processing images and videos, including 

object detection, tracking, and gesture recognition, are included in OpenCV. Because of its open-source nature 

and comprehensive documentation, developers can use it for a variety of applications, such as augmented 

reality, robotics, surveillance, and human-computer interaction.  

The aim of this study is to provide the Virtual Mouse Using Hand Gesture system, a new method of 

interacting between humans and computers that allows users to control the cursor with hand gestures captured 

on camera. The primary goal of this technology is to offer a natural and intuitive substitute for standard mouse 

and touchpad input methods, particularly for users who want to work hands-free or have limited mobility. Using 

computer vision techniques like hand tracking and gesture recognition through libraries like OpenCV and 

MediaPipe, the system attempts to reliably interpret user hand movements and transform them into cursor 

control commands. The system also has features for navigating, selecting, and modifying system settings (such 

as brightness and volume control) to provide a full user experience. The ultimate goal of this study is to show 
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that using hand gestures to interact with computers or other devices is both practical and useful. This technology 

may find usage in a variety of contexts, including games, presentations, accessibility aids, and more. 

 

Hand Gesture Detection and Tracking  
The Virtual Mouse Using Hand Gesture technology requires hand gesture monitoring and recognition in 

order to interpret user hand movements in real time. Several essential steps make up this procedure: To detect 

whether a hand is in the image, the system first gathers video data from a webcam and uses OpenCV to process 

it. The technology uses several frames of movement tracking to determine the position and trajectory of a hand 

once it has been spotted. The system uses computer vision methods including contour identification, background 

subtraction, and convex hull analysis to achieve this. In order to improve detection, the hand is separated from 

the backdrop using background subtraction. Whereas convex hull analysis extracts the hand's convex contour 

and produces more robust tracking, contour detection assists in identifying the borders of the hand. Furthermore, 

the system may use gesture recognition algorithms to analyse hand movements and classify them into 

predetermined gestures. These gestures can then be assigned to specific actions, like cursor movement or click 

events. The hand gesture detection and tracking component is critical to enabling intuitive and precise 

interaction with the Virtual Mouse system, allowing users to direct the cursor using natural hand movements. 

 

2. Related Work 
Mr. Sk. Jilani Basha, L.S.L. Sowmya [1] this work offers a novel method for using hand gestures to control a 

mouse. Conventional mouse controls need the usage of a hardware component, like a trackpad or mouse. The 

user can interact with the virtual mouse more intuitively by using hand gestures. The proposed system uses hand 

tracking techniques to record and track hand motions, and then uses a set of configurable rules to translate those 

motions into actions. The computer can be operated remotely with hand movements, such as left- and right-

clicking, without the need for a hardware mouse. To identify hands, it makes use of artificial intelligence. Thus, 

by reducing human-computer interaction, employing this virtual mouse will reduce the corona virus's spread.  

 

Roshnee Matlani, Roshan Dadlani [2] The Virtual Mouse uses only a camera to bridge the distance between 

the user and the system. Without the use of physical or mechanical instruments, it allows users to interact with 

machines and even manages mouse functionality. This study outlines an approach to cursor location control that 

does not require any electronic devices. While different hand motions will be used to do tasks like clicking and 

dragging. All that is needed as an input device for the suggested system is a webcam. The suggested system will 

need to use Python, OpenCV, and other technologies. The output from the camera will show up on the screen of 

the system so that the user can fine-tune it.  

 

Akash Singh, Shrddha Saga [3] this project's technology, which embodies the direction of human-computer 

interaction (HCI), might cause some devices to stop working. Our study focuses on the employment of hand 

gestures in place of wired or wireless devices to operate the cursor pointer. The mouse's left and right clicks, 

scrolling up and down, and pointer movement will all be managed and processed by a variety of hand gestures. 

Thanks to computer vision technology, which uses a camera to take over control of the system through mouse 

movements, our system is able to carry out tasks that a physical computer mouse can. The technology will 

employ hand movements to seize control of the user by altering real-time visuals from the streaming video.  

 

Manav Ranawat, Madhur Rajadhyaksha [4] a virtual mouse application that tracks different hand gestures is 

provided by this study. The technology does away with the requirement for additional hardware in order to 

perform mouse functions. Certain hand gestures are recognised by the integrated camera, which then adjusts 

mouse operations accordingly. PyAutoGUI and OpenCV were used in the Python construction of this system. 

Researchers looked at how skin tone, illumination, and background conditions affected each person's results. In 

order to provide a useful application, the suggested method takes into account all pertinent factors.  

 

Faiz Khan; Basit Halim[5] In Human-Computer Interaction (HCI), significant advancements have been made. 

The real and digital worlds may now communicate with each other thanks to a multitude of modules. By 

tracking the motion of coloured objects and markers, the proposed research offers a novel approach to directing 

mouse movements. Object detection and marker identification are used in the study to examine mouse cursor 

motions and click occurrences. Using PyAutoGUI and OpenCV for mouse functions, the Python app is written. 

We were able to execute mouse movements and click events by using coloured objects. To create a virtual 

human-computer interaction device at a reasonable cost, this technology mainly uses a web camera.  
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Maniya Chandresh, Patel Pratik [6] in recent years, human-computer connection has increased in frequency. 

One of the biggest developments in the field of human-computer interaction is the mouse. Through the physical 

module, it is utilised to point to content in the digital realm. Finger count and finger strip are the methods our 

system uses to control the mouse pointer. Our method mainly uses finger contour extraction, colour 

segmentation, colour tracking, and a finger counting algorithm. In addition, we do some basic tasks on our 

system using a speech recognition approach. Consequently, the proposed system does away with the necessity 

of a device to communicate with the computer, which makes it a viable method for a gesture-based HCI 

interface in the future.  

 

Abhishek Raj Mishra a, Komal Kumari [7] this work offers a state-of-the-art system that uses real-time hand 

gesture recognition to control cursor movement on a computer interface. The primary technology reads and 

translates hand movements into cursor navigation commands using strong algorithms and camera-based motion 

detection. Compared to conventional input devices like mice and trackpads, this method of interaction is more 

instinctive and natural. The system's wide range of movement recognition capabilities enables not only simple 

cursor motions but also complex commands like scrolling, clicking, and zooming. The system's robustness and 

usefulness are ensured by extensive testing in a range of lighting and background conditions.  

 

T. Anusha, Deepti Ravi Kumar [8] The goal of this project is to create an affordable, user-friendly system that 

can determine the most appropriate character depending on the sign that the user is giving the system, hence 

lowering the barrier to everyday communication for people with disabilities. The global deaf and mute 

population is estimated to be nine million. People with disabilities have traditionally had difficulty 

communicating with the general public, but sign language enables them to interact with others. Our approach, 

however, is useful because not everyone is able to understand sign language. To support pattern detection and 

processing, a number of machine-learning techniques have been researched. To train the model using the 

gathered image features, advanced Python is utilised. 

 

3. Proposed System 
A unique approach to human-computer interaction is taken by the proposed system, the Virtual Mouse 

Using Hand Gesture, which enables cursor control by hand movements captured by a webcam and processed 

with integrated OpenCV algorithms. The process of hand motion detection is initiated by the system by first 

obtaining video frames from the webcam. In order to separate the user's hand from the surrounding noise, these 

frames undergo hand masking, which makes use of OpenCV techniques like thresholding and background 

subtraction. The system employs sophisticated OpenCV methods, like contour detection and convex hull 

analysis, to track the hand's movement in real time after hand masking. Accurate tracking of the hand's position 

and movement between consecutive frames is made possible by recognising its contours and convex hull. In 

addition, by capturing more subtle movements and gestures, fingertip tracking helps to increase the precision of 

hand movement identification. After the system has successfully tracked hand movement and fingertip, it 

proceeds to identify and map hand gestures. The cursor control actions are linked to predefined hand gestures, 

which include the open palm gesture for left-clicking, the closed fist gesture for right-clicking, and the double-

tap motion for double-clicking. Drag & drop, scrolling, cursor navigation, mouse movement, and selection are 

also included in this mapping. Moreover, hand motions can be used to adjust system parameters like brightness 

and loudness using the tools provided. Elevating the hand may increase brightness or volume, whilst lowering it 

decreases these attributes. Across a variety of applications and contexts, this all-inclusive system enhances 

accessibility and user experience by giving people a simple, hands-free interface to connect with computers or 

other devices. Bridging the gap between human gestures and digital interactions, the Virtual Mouse Using Hand 

Gesture technology combines web camera input with integrated OpenCV algorithms to provide precise and 

responsive cursor control. 
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Figure1: proposed system architecture 

 

The Virtual Mouse Using Hand Gesture system is made up of several interrelated stages. The first stage 

involves capturing webcam video frames, and the next step involves performing different cursor control tasks 

using hand gestures. The hand motion detection process is initiated by the system by first capturing video 

frames from a webcam. Hand masking—the act of separating the user's hand from the background—is then 

applied to these frames using OpenCV algorithms. After the hand is covered, the system tracks its movements in 

real time using integrated OpenCV techniques like as thresholding, background subtraction, contour 

identification, and convex hull analysis. The convex hull and curves of the hand make it possible to precisely 

track its movement and position over the course of multiple frames. In order to increase the precision of hand 

movement detection, the device also uses fingertip tracking simultaneously. The system can record more 

delicate motions and gestures by identifying fingertips inside the hand region, which increases the 

responsiveness of the cursor control even further. After establishing hand movement and fingertip tracking, the 

system proceeds to the identification and mapping of hand gestures. Among other predefined hand gestures, it 

identifies double-tap for double-clicking, closed fist for right-clicking and open palm for left-clicking. These 

movements line up with certain cursor control functions, like left, right, and scrolling movements. By tracking 

the hand's movement across the screen, the device also enables cursor navigation. Because of this, people may 

easily point and choose products. Users can pick and move items by holding a gesture and moving their hand; 

drag and drop capabilities are also available. In addition, hand motions can be used to adjust system settings like 

as brightness and volume. One way to adjust brightness or volume is to raise the hand higher; lowering it will 

decrease them. The Mouse in Virtual Reality People can use their natural hand gestures to interact with 

computers or other devices by using the Hand Gesture system. The solution improves user experience in a 

variety of scenarios and applications by merging multiple OpenCV techniques with web camera input to enable 

precise and responsive cursor control.  

 

Hand base curser moving  
Left, Right, and Double Click Functions: With the help of these features, users can use hand gestures to 

execute left, right, and double click operations. For instance, a two-finger tap may result in a right-click, but a 

closed fist gesture may result in a left-click. Double-clicking is the action of quickly tapping the same gesture 

twice in succession.  

 

Scrolling: Using their hand, users can move content, including web pages or documents, vertically or 

horizontally. When a hand is moved left or right, the content scrolls horizontally; when it is moved above or 

below, the content scrolls vertically.  

 

Cursor Navigation: By manipulating their hand movements, users may move the pointer across the screen. 

Users can point and choose items on the screen by moving their hands in different directions, and the cursor 

moves with them.  
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Drag and Drop: This feature lets users move and select items on the screen with a hand gesture. One way that 

users can select an object on the screen is by dragging it to a new location with their hand hovering over it.  

 

Selection: This feature lets users pick and highlight text or other items on the screen. They can do this by using 

their hand to form a rectangle around the area they wish to chose and then indicating the items they want to 

pick.  

 

Volume Down and Up: Hand gestures can be used by users to adjust the system volume. To increase volume, 

for instance, raise the hand higher; to decrease it, lower it.  

 

Brightness Up/Down: Users can change the brightness of their screens with certain hand gestures, just like they 

can with volume control. The brightness may be increased by raising the hand upward and decreased by 

lowering its downward.  

 

Opencv  
Computer vision applications including object detection, motion tracking, and image processing 

frequently employ the advanced library known as OpenCV (Open Source Computer Vision). To interpret video 

frames from the webcam, identify hand gestures, and detect hand movements, the Virtual Mouse Using Hand 

Gesture system makes considerable use of OpenCV.  

 

Image Capture: OpenCV has functions for taking pictures of webcams and other video sources. Typically, a 

video capture object is created by the cv2. VideoCapture() function, which is used to achieve this. 

 
Figure2: Hand image capture 

 

Preprocessing: To enhance quality and facilitate analysis in the future, captured frames may be preprocessed. 

This can entail applying filters to remove noise or converting the frames to grayscale to simplify processing. 

 

 
Figure3: preprocessing hand image 

 

Hand Masking: In order to distinguish the hand from the background, OpenCV comes with thresholding and 

background removal techniques. Background subtraction determines if a pixel in the current frame is part of the 

backdrop or the hand by comparing it to a reference background frame. By defining a threshold value that 

determines whether pixels are foreground (hand) or background based on their intensity levels, thresholding 

turns the background-subtracted image into a binary mask. 
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Figure4: Hand Masking 

 

OpenCV has routines for both contour detection and convex hull analysis. Contour detection is done 

using binary pictures. The hand's boundaries are found using contours, and anomalies are made simpler and 

disappear via convex hull analysis. 

 

 
Figure5: contour detection and convex hull analysis 

 

Fingertip Detection: OpenCV has functions for identifying landmarks or keypoints in the hand, like the 

fingertips. Techniques like corner or blob detection can be used to achieve this. 

 

 
Figure6: Fingertip Detection 

 

Gesture Recognition: Using hand attribute identification, OpenCV facilitates the creation of custom gesture 

recognition algorithms. Assigning a left-click to an open palm motion and a right-click to a closed fist gesture, 

for instance.  
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Cursor control functions, such as dragging the pointer or simulating mouse clicks, can be mapped to hand 

gestures using OpenCV. This means converting recognised hand motions and movements into analogous mouse 

movements and actions.  

 

In this work is built with OpenCV, MediaPipe, HandTrackingModule.These Python libraries are used for 

computer vision, hand movement recognition, and defining mouse and keypad actions. For hand tracking and 

landmark detection, MediaPipe is an additional helpful component. For tasks involving hand detection and 

tracking, it offers pipelines and pre-trained models that are optimised. The hand's position and movement inside 

video frames can be accurately detected by the system by utilising MediaPipe's hand tracking module. With 

ready-to-use hand tracking components included in this package, bespoke solutions are not as necessary, 

simplifying the development process. A system-specific custom module called HandTrackingModule expands 

MediaPipe's hand tracking capabilities. Hand tracking capabilities can be added to the system more easily 

because this module contains the logic for gesture recognition, landmark placement, and hand detection.  

 

Hand masking  
Frame Capture the using cv2 from OpenCV, the system captures frames from the webcam stream. Use 

the VideoCapture() method. To isolate the hand from the backdrop, hand masking is applied to the collected 

frames. Two methods are used to do this: thresholding and background subtraction. Every pixel in the current 

frame is compared to a reference background frame using background subtraction to determine if it is part of the 

backdrop or the hand. Setting a threshold value that determines whether pixels are foreground (hand) or 

background based on their intensity levels transforms the background-subtracted image into a binary mask.  

Contour Detection the borders of the hand region are found using contour detection algorithms, such as 

OpenCV's cv2.findContours () function, after the hand has been mask. The outlines of objects found in the 

binary image are called contours, and they are used to specify the form and location of the hand. The contours 

are subjected to convex hull analysis using OpenCV's cv2.convexHull() function. The convex hull of the hand 

the smallest convex polygon containing all of the hand's contour points is extracted at this stage. The convex 

hull minimises flaws and streamlines the hand shape. 

 

 
Figure7: Hand masking 

 

The fingertips and other important hand landmarks can be identified using fingertip detection techniques. 

Methods like blob detection and corner detection can be used to achieve this. Hand tracking: the algorithm 

tracks the hand's movement in ensuing frames after identifying it and its landmarks. In order to determine a 

hand landmark's position and trajectory in real time, tracking algorithms examine its movement. Hand 

landmarks can be tracked and their spatial arrangement and mobility analysed using specific algorithms for 

gesture identification. This allows for the recognition of certain hand motions, which can subsequently be linked 

to cursor control operations such as scrolling, left- and right-clicking, and so on. 

 

4. Result and Discussion 
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5. Conclusion 
In conclusion, the Virtual Mouse Using Hand Gesture technology provides a creative and simple way to 

communicate with computers or other devices by controlling the pointer. By utilising web camera input and 

integrated OpenCV algorithms, users may move the cursor with their hands naturally, doing away with the 

requirement for conventional input devices like touchpads and mice. Through gesture detection, hand masking, 

and tracking, the system can precisely interpret user hand movements and convert them into cursor actions like 

left and right clicks, scrolling, and navigation, among other things. Moreover, the user experience is enhanced 

and made more convenient by the system's integration of tools for changing system settings like brightness and 

volume. In general, the Virtual Mouse Using Hand Gesture system opens up new possibilities for human-

computer interaction in a range of applications and contexts by enabling users to interact with technology in a 

fluid and natural way. Future advancements in computer vision and gesture recognition are expected to enhance 

the system's capabilities as technology progresses, leading to increasingly realistic and engaging user 

experiences.  
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